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IPU-POD256

System Specifications

Innovate at scale

IPU-POD™ systems are designed to accelerate large and demanding 
machine learning models for flexible and efficient scale out. 

The IPU-POD256 features 64 IPU-M2000™ compute blades, based on 
the innovative GC200 Intelligence Processing Unit (IPU). The  
IPU-POD256 can deliver up to 64 petaFLOPS of AI compute.  

Together with IPU-POD128, IPU-POD256 is the first system to utilize the 
new IPU-Gateway Links, the horizontal, rack-to-rack connection that 
extends IPU connectivity across multiple PODs. 

The whole system, hardware and software, has been architected 
together. IPU-POD256 supports standard frameworks and protocols to 
enable smooth integration into existing data center environments. 
Innovators can focus on deploying their AI workloads at scale, using 
familiar tools while benefitting from cutting-edge performance. 

Disaggregation for customised compute   

Machine intelligence workloads have very different compute 
demands. For production deployment, optimizing the ratio of AI to 
host compute can help to maximize performance, while improving 
total cost of ownership. IPU-POD systems allow flexible mapping 
of the number of servers and switches to the requisite number 
of IPU-M2000™ platforms, so deployment is better tailored to 
production AI workloads. IPU-POD256 supports multiple server 
configurations. 

Communication architecture built for scaling 

Efficient data access and transfer can unlock greater AI performance. 
IPU-Fabric™ is an innovative communication architecture for 
system-wide data transfer, extending high-speed interconnect 

GROW:

IPUs 256 x GC200 IPUs

IPU-M2000s 64 x IPU-M2000

IPU Cores 376,832

Threads 2,260,992

Performance 64 petaFLOPS FP16.16

16 petaFLOPS FP32

Exchange-Memory Up to 16.6TB (includes 230.4GB 

In-Processor Memory and 

16.4TB Streaming Memory) 

IPU-Fabric 2.8Tbps 

Host-Link 100 GE RoCEv2 

Software Poplar® SDK

System Weight 1800 kg + Host servers and 

switches

System Dimensions 64U + Host servers and 

switches

Host server Selection of approved host 
servers from Graphcore 
partners.

Storage Selection of approved solutions 
from Graphcore partners.

Thermal Air-Cooled
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